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1. Introduction 

This research project has addressed the problem of acquiring knowledge from a subject 
matter expert and representing it in the knowledge base of an intelligent agent, with 
limited assistance from a knowledge engineer. The research has been done in the context 
of the DARPA High Performance Knowledge Bases (HPKB) Program, where it has been 
applied to two challenge problems, the Workaround challenge problem and the Course of 
Action challenge problem. 

The next section summarizes the main results of this research. After the title of each 
contribution there are numeric references to the published papers listed in section 3. 

Section 4 lists the presentations and the demonstrations of the performed research that 
have been made at the AFOSR PI meetings and at the DARPA meetings organized as 
part of the HPKB program. This list also includes several invited talks. However, it does 
not include the presentations and the demonstrations of the conference papers listed in 
section 3. 

Section 5 lists the most significant events, achievements and interactions with other 
organizations, which took place during this research project. 

Finally, section 6 lists the personnel associated with this research. 

2. Summary of the main contributions 

The Disciple approach ([13]) 

This research has developed a theory, methodology and system, called Disciple, that 
allows a subject matter expert that has little knowledge engineering or computer 
experience, to build a knowledge base and a knowledge-based agent, with limited 
assistance from a knowledge engineer. Starting from an initial ontology, an expert may 
teach the agent how to perform various tasks, in a way that resembles how the expert 
would teach a human apprentice when solving problems in cooperation. During this 
process, the agent learns from the expert, building, verifying and improving its 
knowledge base. 

The general strategy behind the Disciple approach is to replace the difficult knowledge 
engineering tasks required to build a knowledge base, which cannot be performed by a 
subject matter expert, with simpler tasks that can be performed by the expert, as shown in 
Figure 1. 
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Figure 1: The general strategy behind the Disciple approach 

To build a knowledge base one has to first create an ontology that defines the terms of the 
I^Sto tofi?Ttai one has to define problem solving rules or methods, venfyud 
SAX general, these tasks require the creation of formal sentences and formal 

explanations. 

Tn the Disciple approach, these tasks are replaced with simpler tasks that can be 
perfoLS bfa sub^ matter expert, with limited support from a knowledge engineer 
SteJof creatingan ontology, the expert need only update and ext end an mitial 
ontlogy imported from existing repositories of knowledge. Instead of dctong a 

w™nL S" p "vide formal explanations, just informal hints that will guide Dornte 
^TA explanations ftom which me expert will choose the correct ones. 

The nisciole approach is based on several levels of synergism between the expert that has 
teSieTi formalized and the agent that is able to formaHze K. A the highes 
tevel tee is the synergism in solving complex problems, where the agen contribntes 
oWtaeS nrnovative problem solving steps and the expert contributes creatrve ones At 
rne^evTdown, there is the synergism between teaching and 'earning where the 
™i hetos the agent understand the problem solving steps contributed by mm or her, 
Xa«ntJear^general problem solving rules that will allow it to apply sunilar steps 
to fhlnra pr^rLlving stations. Finally, a, the lowest level there is the synergism 
betw^r. different leamufg strategies employed by the agen, to learn from the expert m 
situations in which no single strategy learning method would be sufficient. 

These levels of synergism have been made possible by the employment of an original 
^reseSon of P^obL solving knowledge, called a plausible version space rule. Such 



a rule includes both a plausible lower bound and a plausible upper bound for the problem 
solving knowledge, allowing a natural integration of problem solving, learning and 
teaching. 

A comprehensive description of the Disciple approach is the subject of the book: 
Tecuci G., BUILDING INTELLIGENT AGENTS: An Apprenticeship Multistrategy 
Learning Theory, Methodology, Tool and Case Studies, Academic Press, 1998. 

This book is the best reference for the basic Disciple theory and methodology, knowledge 
representation, elementary problem solving methods, rule learning method, rule 
refinement method, and exception-handling methods. Each of these aspects, however, 
have been further developed and have been presented in more recent publications, as will 
be summarized below. 

A methodology for developing intelligent agents ([20], [23]) 

The developed Disciple methodology for building end-to-end agents consists of the 
following steps: 1) Specification of the problem 2) Modeling of the problem solving 
process as task reduction. 3) Customization of the general Disciple shell for the specific 
application domain. 4) Importing of ontological knowledge from existing repositories. 5) 
Extending and updating of the ontology. 6) Training of the agent for its domain-specific 
tasks. 7) Testing and using of the agent. 

The Disciple methodology and shell provide solutions to some of the issues that have 
been found to be limiting factors in developing knowledge-based agents: limited ability 
to reuse previously developed knowledge; the knowledge acquisition bottleneck; the 
knowledge adaptation bottleneck; the scalability of the agent building process; finding 
the right balance between using general tools and developing domain specific modules; 
and the portability of the agent building tools and of the developed agents. 

This methodology was successfully applied for the development of two agents for solving 
two of the HPKB challenge problems, as summarized below. 

An architecture for a learning agent shell ([1], [20]) 

A result of this research is the development of the concept of a learning agent shell as a 
new class of tools for rapid development of practical end-to-end knowledge-based agents, 
by domain experts, with limited assistance from knowledge engineers. A learning agent 
shell consists of a learning and knowledge acquisition engine as well as an inference 
engine and supports building an agent with a knowledge base consisting of an ontology 
and a set of problem solving rules. 

Disciple is an example of such a learning agent shell. Disciple-workaround and Disciple- 
COA, presented in the following sections, are customizations of the general Disciple 
shell. 



A Disciple-based solution to the workaround challenge problem ([23]) 

The Disciple approach has been developed and scaled-up for application to the 
wkSchSge problem defined in the DARPA High Performance Knowledge 

s^™^^^™«1 chaiiengeprobiemconsists ofistimatmg TTJi best way Tworking around damage to the transportation mfrastructure, :such as a 
Saled bridge or a cratered road. By solving the workaround challenge problem it has 
SrdemonsLed that a knowledge engineer can use Disciple to rapidly build and 
update alowledge base by capturing knowledge from military engineering manuals and 
a set of sample solutions provided by a subject matter expert. 

During the July 1998 annual evaluation of the workaround knowledge b^fveloP^ 
m^HPO project, the Disciple agent demonstrated the highest rate of knowledge 
IcquS Idle best quality'of the generated solutions^ results are.reported^ 
the December-98 issue of AI Magazine (Cohen P., Schräg R., Jones E., Pease A., Lm A 
Stair B! Gunning D., and Burke M. 1998. The DARPA High-Performance Knowledge 
Bases Project, AI Magazine, 19(4),25-49). 

Based on its solution to the workaround challenge problem, Disciple was selected to be 
Sded in an experiment at EFX'98, the Air Force's annual showcase for promising new 
technologies, that took place in September 1998. For this experiment,the Disciple 
woAaSgenerator was further extended and delivered to Alphatech. Aphatech 
mtetTeTthe8 Disciple workaround generator into a larger system that can improve 
cS approaches to air campaign planning by helping to automate ana ysis functions 
^prevbusly could only be performed slowly and manually. In particular, it supports 
air campaign planning by a JFACC and his or her staff in two ways: 
a) it  facilitates the  evaluation of targeting strategies  aimed at disabling enemy 

infrastructure systems and 
b) it provides information about enemy assets that should be preemptively targeted to 

impede their efforts to work around battle damage. 

A Disciple-based solution to the course of action challenge problem ([24]) 

The Disciple approach has been further developed and scaled-up for application to the 
course of action'cOA) challenge problem, in the second phase of the High **b™«" 
Knowledge Bases program. The developed Disciple-COA agent identifies strengths and 
Besses in a military course of action, based on the principles of war ^ tenets of 
army operations. This supports ground combat planning by the commander and staff in 
several ways: 
- it identifies key combat tasks assigned to units; 
- it analyzes the ability of units to accomplish their tasks; 
- it evaluates the contributions of these tasks to the accomplishment of the mission. 

With Disciple-COA, for the first time, the knowledge base of a Disciple agent was 
developed around an ontology created by another research group (Teknowledge and 



Cycorp), demonstrating both the feasibility of knowledge reuse with the Disciple 
approach, and the generality of the Disciple rule learning and refinement methods. 
Moreover, the Disciple-COA agent was taught very rapidly by a knowledge engineer and 
a subject matter expert, and demonstrated higher performance than the other critiquers 
developed in the HPKB program. It also generated many correct COA critiques that were 
not anticipated by the evaluation experts. 

Successful knowledge acquisition experiment ([22]) 

A customized version of Disciple-COA was used in a one-week knowledge acquisition 
experiment at the US Army Battle Command Battle Lab (BCBL) at Fort Leayenworth, 
Kansas. The main goal of the experiment was to demonstrate that it is possible for a 
military expert to teach Disciple how to critique a COA with respect to several principles 
of war. In this experiment, four military experts that did not have any prior knowledge 
engineering experience received around 16 hours of training in Artificial Intelligence and 
the use of Disciple-COA. They then succeeded in training Disciple to critique COAs with 
respect to the Principle of Offensive and the Principle of Security, starting with a KB 
containing the complete ontology of objects and features but no rules. During the training 
process that lasted around three hours, and without receiving significant assistance from 
knowledge engineers, each expert succeeded in extending the knowledge base of 
Disciple-COA with 28 tasks and 26 rules, following a model of the critiquing process that 
was provided to them at the beginning of the experiment. At the end of the experiment 
they completed a detailed questionnaire that revealed high scores for the perceived 
usefulness and usability of Disciple. For example, one of the experts stated: "The 
potential use of this tool by domain experts is only limited by their imagination—not 
their AI programming skills." 

A domain modeling methodology based on task reduction ([7], [2]) 

A result of the performed research is the development of a simple and general domain 
modeling methodology that supports teaching-based intelligent agent development. The 
methodology is based on task reduction. It facilitates ontology specification, import and 
extension. It identifies the tasks to be represented in the agent's knowledge base. It guides 
the rule learning process, and also supports natural language generation of solutions and 
justifications by the agent. This methodology has been successfully applied in two 
different domains, workaround generation and course of action critiquing. Also, it was 
found to be natural and easy to use by the subject matter experts that participated in the 
knowledge acquisition experiment performed at the Battle Command Battle Lab, in 1999. 

Knowledge representation for integrated problem solving and learning ([13], [22], 
[5]) 

In the Disciple approach, an agent's knowledge is represented using six types of 
knowledge elements: 1) Objects that represent either specific individuals or sets of 
individuals in the application domain; 2) Features and sets of features that are used to 
further describe objects, other features and tasks; 3) Tasks that represent anything that the 



aaent may be asked to accomplish; 4) Examples of task reductions; 5) Expiations of 
Auction examples; and 6) IF-THEN plausible verston space task redact™ rules 

learned from examples. 

The central element of the representation is the plausible version space task reduction 

STbT^StS«- conditions (that specify instances that are negative exceptions of 
fXw conditions (that specify positive exceptions). Much of the power of the 
SLTple broach comes from the original concept of plausible version space rule. 

The ontology of objects, features and tasks serves as the generalization hierarchy^ for 
karn^M important aspect is that the ontology is itself evolving tog knowledge 
SmJ taming. This distinguishes Disciple from most of the otiier learning 
aSs that make the less realistic assumption that the representation language for 
learning is completely defined before any learning can take place. 

TW nhWts features and tasks are represented as frames, according to the knowledge 
M^ÄZ2£B« Connectivity (OKBC) protocol. This facilitates the 
Tport of ontological knowledge from existing knowledge repositories that are OKBC- 

compliant. 

A cooperative problem solving method ([22]) 

Based on the concept of a plausible version space rule, a cooperative problem solvmg 
Sod hasbeen developed that facilitates agent training by a subject matter expert. 
Me versln space rules are used in this cooperative problem solvmg process to 
generate tasl reductions with different degrees of plausibility, depending on whicof its 
?nnHHnns are satisfied If the plausible lower bound condition of a rule is satisfied then 
SÄTB^S^*  be correct. If the plausible lower bound condition is no 
fa istrbuAe Plausible upper bound condition is satisfied, then the solution i 
cohere^ only plausible. During the cooperative problem solving process the subject 
Ttt fexpert 1 to either accept a solution proposed by the agent (m which case the rule 
^geneSed this solution may be generalized), or to reject it (in which case fe ruletha 
generated the solution will be specialized). When the solution P-Posed^ 
rejected by the expert, the expert has to provide the correct solution. From this expert 
solution the agent will learn a new plausible version space rule. 

In addition to the cooperative problem solver, the Disciple shell also includes an 
autonomous problem solver. 



Multistrategy rule learning and refining methods ([13], [3], [15]) 

A main research result is the development of two multistrategy learning methods, one for 
rule learning and another for rule refinement. 

In the case of rule learning, the expert is teaching the agent how to solve a specific 
oroblem by providing a concrete example and by helping the agent to understand it. The 
abuses Eng from this example, from explanations and by analogy to learn a 
Sal plauste version space rule that will allow it to solve similar problems The 
f^ert can guTde the agent to find the explanations of why the example is correct, by 
S^se^ral types of hints. The explanations generated by the agent could contam 
SÄ2SL between the objects from the agent's ontology, including numerical 
Sons The extensions of the current method with respect to its prev.ousversion 
bclude the use of more natural hints, more complex explanations, and methods to 
generalize these explanations. 

In the case of rule refinement, the agent employs learning by analogy and 
«perLSon, taductive learning ftom examples and « ^g"«^ 
«imificant extension of this method is the refinement of a rule with except wnen 
onditionl Mexcept-when condition will be generated when the rule was »correctly 

apptied to*Certain situation and the agent found a» explanatton of why the sohmon 
indicated by the rule was wrong. 

Exception-handling methods ([13], [11]) 

During knowledge base refinement the agent may encounter exceptions to a rule One 
c^mon cause of the exceptions is the incompleteness of the knowledge base that doe 

noHontain the terms to distinguish between the ^•^H^t^TS^ 
research has produced several exception handling methods that guide the expert to 
prolTde aMtional knowledge that will extend the representation space for learning such 
that, in the new space, the rules could be modified to remove the exceptions. 

Intelligent educational agents ([19], [14]) 

The Disciple approach can naturally be used by a teacher to build certain types of 
educatS agents. The educator can teach a Disciple agent which m torn can tutor 
Stlte same way it was taught by the teacher. To demonstrate thu, c aim toe 
oTsciple LToach has been used to build an educational agent that generates history tests 
SÄese tests provide intelligent feedback to the student in the form of hints 
answ«ZExplanations,'and assist in the assessment of students' understanding and use 
of higher-order thinking skills. 



An integration of machine learning and intelligent tutoring systems ([8]) 

The concept of a learning tutor has been defined as being an intelligent agent that learns 
taZÜrs and then tutors human learners. Hie notion of a learning tutor 
pridenTon^eptual framework for integrating the fields of intelligent tutormg-learnmg 
environments and machine learning-based knowledge acquisition. 

Mixed-initiative reasoning ([4], [6], [21]) 

Although the Disciple approach has been significantly developed, a subject matter expert 
s^ U nefds to receive a considerable amount of support from a knowledge engineer for 
^S^iM processes, such as domain modeling (which currently is an entirely 
maTa proc^*s) ™ ontology import and development. Also, all the aspects of the 
Si^p e^pro ch need to £ considerably simplified in order to achieve «-™nrf 
mSg agent development as easy as text processing or Internet browsing Therefore, 
'S has been sLted in developing the next generation of the Disciple *eory 
methodology and system, based on mixed-initiative reasonmg that integrates 
SS humaA and automated reasoning to take advantage of their respective 
knowledge, reasoning styles and computational strengths. 
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of the GMU year 1 results and demonstration of the GMU integrated system for 
workaround generation, Washington D.C., July 7-10. 

Tecuci G., Wright K., HPKB COA Meeting, San Diego, September 22 - 25,1998. 
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Tecuci G Invited talk: "Building Intelligent Agents: An Apprenticeship Multistrategy 
Learning Approach," AI Seminar Series, Navy Center for Applied Research in Artificial 
Intelligence, October 19,1998. 

Tecuci G., Wright K., HPKB COA Meeting, Palo Alto, December 9-11,1998. 

Tecuci G., Boicu M., and Bowman M., HPKB Mid-year meeting, Presentation and 
Demonstration of GMU LALAB results, Austin, Texas, January 19-21,1999. 

Tecuci G., AFOSR PI Meeting, Presentation of the GMU LALAB research results, 
Colorado Springs, Colorado, February 2-4,1999. 

Tecuci G Invited talk: "An Integrated Shell and Methodology for Rapid Development of 
Knowledge-Based Agents," Technical Speakers Series of the Information Systems and 
Technical Division of WC3, MITRE, February 18,1999. 

Tecuci G., HPKB Meeting, Presentation of GMU LALAB results, Los Angeles, April 7- 
9,1998. 

Bowman M., Presentation of the GMU LALAB project at Battle Command Battle Lab, 
Ft. Leavenworth, Kansas, April 13,1999. 

Tecuci G., Boicu M., Bowman M., Cascaval C, Ciucu F., Levcovici C, Marcu D., Panait 
L Stanescu B., Final HPKB meeting, Presentation of the GMU LALAB research results, 
poster, and demonstration of the Disciple-COA system, Washington D.C., October 7-9, 
1999 

Tecuci G., Invited talk: "Teaching your Assistant - The Case of a Course of Action 
Critiquer," 1999 MITRE Knowledge and Agents Technical Exchange Meetmg (KA1- 
99), November 15,1999. 

Tecuci G., Marcu D., AFOSR PI Meeting, Presentation of the GMU LALAB research 
results, ISI, Los Angeles, March 28-29,2000. 
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5. Significant events and interactions 

CYC course 
GMU LALAB organized a two day course on the CYC system for the East Coast 
participants of the HPKB program, Fairfax, VA, October 28 - 29,1997. 

Subject matter expert meeting 
GMU LALAB organized a two day meeting with a subject matter expert on April 23-24, 
1998, for the HPKB teams addressing the workaround challenge problem. 

Best results at 1998 HPKB annual evaluation 
GMU LALAB demonstrated the highest rate of knowledge acquisition and the best 
quality of the generated solutions during the HPKB workaround challenge problem 
evaluation (June 17 -July 1,1998). 

Best paper award at ITS'98 
Tecuci G. and Keeling H., "Developing Intelligent Educational Agents with the Disciple 
Learning Agent Shell," received "The Best Paper Award" at the International Conference 
on Intelligent Tutoring Systems (ITS-98), San Antonio, Texas. 

Contribution to EFX'98 
Disciple-workaround was demonstrated by Alphatech at EFX'98, as part of a larger 
system for the evaluation of targeting strategies. 

Book on the Disciple approach published by Academic Press 
Academic Press published the book "BUILDING INTELLIGENT AGENTS: An 
Apprenticeship Multistrategy Learning Theory, Methodology, Tool and Case Studies," 
Tecuci G., 1998, which represented a comprehensive description of the Disciple 
approach. 

Participation at the development of the COA integrated system 
GMU LALAB collaborated with Teknowledge, Cycorp, Alphatech, Northwestern Univ, 
SAIC and Univ. of Edinburgh to develop an end-to-end integrated system for COA 
critiquing. 

Best results at 1999 HPKB annual evaluation 
GMU LALAB obtained the best results at the HPKB annual evaluation of the COA 
critiquers (July 8 - July 16,1999). 

Successful knowledge acquisition experiment at BCBL 
GMU LALAB conducted a one week (August 23 - August 27, 1999) knowledge 
acquisition experiment at the US Army Battle Command Battle Lab, in Ft. Leavenworth, 
KS. In the experiment, four military experts with no prior knowledge engineering 
experience received very limited training in the teaching of Disciple-COA and then each 
succeeded to significantly extend its KB, receiving only very limited support from a 
knowledge engineer. 
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6. Personnel associated with the research effort 

Faculty Gheorghe Tecuci . u 
Students:        Mihai Boicu, Mike Bowman, Cristina Cascaval, Florin Ciucu  Harry 

Keeling, Seok-Won Lee, Cristian Levcovici, Dorin Marcu, Liviu Panait, 
Ping Shyr, Bogdan Stanescu, Kathryn Wright 
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